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Introduction by the IFIP President

Il take great pleasure to welcome you to the 15th IFIP World Computer Congress on "The Global
Information Society on the Way to the Next Millennium".

This Flagship event of the International Federation for Information Processing (IFIP) is a product of
the active involvement of hundreds of IT specialists and many national computer societies around
the globe. 1st program and agendas are targeted at topical areas of information processing intended
to catch your interest and stimulate debate to suit the needs of IT professionals from academia and
industry alike.

The debate will aim to disclose the current state-of-the-art and to project the trends for new
developments, which will transcend the threshold of the 21st century and lead society in the magic
future of technology.

Moreover, the venues of this IFIP Congress are in the heart of Europe. Vienna and Budapest are
historical, cultural and technological crossroads of achievement and civilization. These beautiful
cities host the IFIP Congress which in turn provides a forum and a platform for people to meet and
discuss issues of common interest and concern.

] hope that you will benefit from this exceptional IFIP Event for your daily work and that you have
opportunity during the Congress meeting old friends and making many new ones.

Kurt Bauknecht,
University of Zurich,
President of the International Federation for Information Processing - IFIP



Introduction by the Chairman of the International Program
Committee

[ am proud to be able to present this technical program. Out of more than 700 contributions from 86
countries, the program committees of the 7 conferences have carefully selected 350 papers, which
are presented at the conference and printed in this proceeding

The conferences which you are allowed to switch from one to another cover the main technical
aspects of the global information society, like basic theories in the Fundamentals and 1T&Knows
conference, the hot topics security and legal conditions using net and computers, and important
applications such as teleteaching, telecooperation and the use of computers by people with special
needs. In the keynote sessions, outstanding experts will introduce the fundamental technologies
which made and will continue to make information society possible.

The congress is accompanied by a set of panels, tutorials and workshops. I would like to draw your
special attention to the Youth Summit. It will be for the first time that young people will have the
opporiunity to articulate their views and expectations to the IT commtnity and politicians.

The program gives a good opportunity to study the major technologies and applications which will
be the base of future society and to discuss its impact with colleagues from more than 80 countries
of our globe.

1 hope you enjoy the program, which was so carefully assembled by about 200 ladies and gentlemen
in the varlous program committees, and that your attendance at the congress will have a positive
impact on your professional work.

Furthermore, 1 am sure, that this proceeding will gain a good position in your personal technical
library.

Egon Hérbst

Siemens AG Munich,

Technical University of Munich,
International Program Committee Chaif



Preface

This fifteenth World Computer Congress is a historic event and it is entirely appropriate that the
Sixth International Conference on Computers Helping People with Special Needs (ICCHP) should
form a part of that congress. The advances intechnology since the first World Computer Congress
are well known. Accompanying the technology development have been changes in attitudes and it
is easy to suggest that if one looked at the proceedings of the early congresses, current attitudes to
Information Technology were completely unanticipated. The technology is ubiquitous and is often
treated with resignation: ‘Love it or hate it, it is here to stay.” On the one hand, what is now possible
in terms of computing power, was beyond the dreams of most people, on the other the way it is used
is often the source of frustration and discontent.

Yet there is one area of application of the technology which was both little anticipated but almost
universally approved - that of information technology as a means of assisting people who are
identified a shaving disabilities or special needs.

The very title of the IFIP organization reflects an early recognition that the technology is concerned
with the processing of information, but it must have been hard to realize how fundamental that
ability is. It is because information is so important and so flexible that machines that help process it
have such a broad range of applications for people with disabilities.

The range of contributions in these proceedings reflect that breadth while we are naturally confined
by the current state of the art in the technology. Visual representations dominate mainstream
technology, but increasingly it is feasible to implement non-visual alternatives. So it is that
contributions on applications for people with visual disabilities have been most common. Among
the newly emerging technologies, voice input has (it seems) suddenly become viable and that is also
apparent in the submissions received.

A conference such as this can sit in an uneasy position between being adisplay of academic
achievement and the channel for communication at a more practical level. | hope we have got the
level right. One device that the ProgrammeCommittee introduced was the Poster with Short
Presentation. This we hoped would give contributors the chance to demonstrate very practical work
in an interactive marmer, but also to explain the work and theory behind it more formally. Those
contributions are also represented as short papers in these proceedings.

A conference such as this - and its accompanying proceedings -do not happen without a
tremendous amount of work by many people. The members of the Programme Committee are listed
elsewhere in these proceedings and their contribution of time, effort and expertise must be
acknowledged gratefully. The programme and the proceedings would not have emerged without
long hours of work by the staff at the Austrian Computer Society and the John von Neumann
Computer Society and | particularly would like to mention Wolfgang Hawlik and Daniela Poetzl.

I wish to avoid writing anything here that | will regret at a later date when some future ICCHP chair
looks back on these proceedings. The safest course then is not to try to make any predictions.
Instead let me hope that this work will be looked on as a small but significant step along the way to
the future - what ever it may be.

Alistair Edwards
Programme Chair
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Universal Support, Opportunities and Challenges

Professor Alan F. Newell, F.R.S.E.

Department of Applied Computing, The University of Dundee, Scotland,
tel: +44 1382 344144, fax: +44 1382 325509, email: afn@computing.dundee.ac.uk

Keywords: Disability Researcth, Methodologies, Elderly People, Priorities.

Abstract

This paper suggests that there is a window of opportunity caused by the growing understanding of
the importance of research into computers to help people with special needs. It suggests some of
the important research challenges, and comments on the infrastructure needs and research
methodologies which could assist in realising the full potential of technology in this field. It
also recommends that a greater priority should be given to research into how computers can

support elderly disabled people, rather than elderly and/or disabled people.

The growing awareness of how computer can helping people with special

needs.

The field of “computers to help people with special needs, and/or people with disabilities has
now reached a very exciting watershed. Despite many breakthroughs the field has been “in the
wilderness” for a number of years, with the perception that it is a very specialised academic
backwater, the last refuge of the poor quality hobby researcher. With few exceptions, it is
perceived as a commercial disaster area without the levels of profit likely to attract large
companies. The field, however, is now beginning to “come of age” and be recognized as very

important, not only in its own right, but also for the effect has on computer developments in
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general. 1n 1997, Muller et al [3] made the point that “Computer Human Interface (Research
and Development) has maintained a long tradition of concern for access to computer systems by
persons with disabilities. However, in practice, much of the field’s progress in this area has been
slow. Morte often than not the field’s attention to this area has been an afterthought: design and

access has been based primarily on able-bodied populations rather than users who are disabled”.

Although there is still a long way to go, there is evidence that this situation is changing. Within.
the industrial sector, major manufacturers such as SUN and Microsoft now have “accessibility”
programs. Mircosoft now require vendors to meet certain accessibility design requirements, and
have made available a software developer's kit to encourage developers to design their
applications for use by people who are blind, deaf, or mobility-impaired. {More details of these
programs are also available on the Microsoft web page (1998) (wwwmiinasaff comianmiii/) }

This changing situation is good news for all users of computer systems. The importance of all
research and development in Computer Human Interfaces taking into account the full diversity of
the potential user population was addressed by Newell in his keynote address to InterCHI 93,
where the concept of “Ordinary and Exira-ordinary Human Computer Interaction” was developed
[see: 5 & 6] Newell made the point that design which takes into account the needs of people with
disabilities can produce better design for everyone. A similar view was expressed more recently
by SUN Microsystems when they announced their Enabling Technologies Program, with the
comment that it is “....driven by the belief that design to meet the needs of users with disabilities
can improve the productivity of ALL users”, {see Suns web page (1997)}.

Research Challenges

This growing awareness of the needs of people with disabilities has been seen within the USA,

particularly in relationship to access to information via the National Information Infrastructure.



The National Science Foundation of the USA have mounted two workshops with the theme of

“Every Citizen Interfaces to the National Information Infrastructure [10 & 11],

These workshops laid out a research strategy for the science and engineering community in the

USA. The themes from those workshops included:

Understanding and representing the functional characteristics of ALL potential users, and the
development of creative interfaces capable of understanding user diversity in motivation and

interests abilities knowledge and experience

The development of technology that adapts to the users requirements rather than the user
having to adapt to the technology, including self adapting and learning interfaces, and

interfaces which predict user behaviour.

Understand what kinds of information each modality is more suited to expressing, and how
do people with disabilities (particularly sensory ones) perceive particular types of information.
How can we present information in different modalities without changing its meaning (e.g.

subtitles), and what are the most effective ways of translating information across modalities.

How best do we present information most effectively to people with disabilities in the

various modalities (e.g. slow/fast speech etc.), and what does this tell us about improving our
presentational techniques for ordinary people. Is it possible to provide universal
representations of data, and give appropriate “hooks” for those situations were one modality is
not appropriate (e.g. icons and pictures, when the user is visually impaired or their eyes are

busy).

In addition, | believe that engineers need to take account of:

What information do people want, and what they may be prepared to pay for. How do we

assist people with disabilities in the navigation of large data bases
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How do we present information through very narrow bandwidths. For example even non-
visually impaired users find that accessing data solely using a computer screen essentially
gives the user severe tunnel vision, poor resolution and only a limited dynamic range of

intensity. How much worse this is for a visually impaired user.

Other mote detailed research challenges include the need to develop:

Interfaces which are not gender biased nor demand a high level of computer literacy, nor good
language abilities and which can cope with the variety of age, class, education, language,
ethnic origins and abilities which are present in society, particularly beating in mind

demographic and medical trends.

Remarkably easy to use interfaces which facilitate storage, communication and retrieval of

information, browsing and data mining, for a wide range of data.

Interfaces which automatically adapt, and learn the behaviour of users and what they want to

do with their systems.

Prostheses for remote interpersonal communication. For example, in what ways can email

be improved and made more efficient and effective for people with special needs

Coghitive prostheses - this is an immensely difficult problem, and one for which there is a
very great need. A diary is, of course, a cognitive prosthesis, but not a very good one. Eldetly
people are a very rapidly growing portion of the population for whom memory prostheses are
particularly important. As the wotld gets more complex, and more reliant on vast amounts of

data, however, we will all need good cognitive prostheses, not just the elderly.

There is a clear perception of a great need for research in this field in the USA, and there is the
TIDE initiative, and other national programs in other parts of the world. There are more than
enough research issues in this field, but we should also bear in mind that different cultures have

different research methodologies. For example, the European and North American models of
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research can differ very greatly, (Europe, for example, offers a more holistic approach less
dominated by counting and measuring, but the USA is more interested in developing exciting
innovative approaches). It is thus important for a fully international approach is taken in this next
stage of the development of our field and this international congress will make an important

contribution.

Infrastructure Needs

There are certain infrastructure needs to support these activities, and one is dissemination of
information. In our field that there are a large number of sources of data, not all of them reliable
and it is not easy to obtain a picture of the whole field. We need to bring together this
infonnation, but if a data base is too broad it is useless, if it is too narrow you need to access too
many different data bases to obtain appropriate information required. In Dundee we have recently
been asked to provide for the UK an information service for technology to support students in
Higher Education with disabilities. A major activity of the DISinHE (Disability and Information
Systems in Higher Education) is the provision of a web site which will provide such information
in a structure easy to use form, via a web site which will be fully accessible [1]. We are aware of
the dangers of duplication, but an advantage of a Web site is that it is relatively easy to cross-
reference other sources of data, and we intend to take full advantage of this. We intend
collaborate with other providers, such as the TRACE Center Web Site, to ensure that there is
appropriate linkage between data bases in this field and any overlap between data on different

sites is necessary and essential.

Research Methodology

It also need to increase the quality of the research done in the field. This can be done in a number

ofways. We need to be aware, and take advantage of the leading edge issues in these enabling
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technologies. Assistive Technology research can often be the first to take advantage of the early
manifestations of new technologies. There are many examples such as hearing aids being one of
the first commercially successful examples of miniaturization, speech recognition and synthesis
systems were, and in many cases still are, used much more widely as Assistive Technology rather
than in mainstream application areas, and many AAC devices are a very fruitful application area

for Natural Language Processing Research [9].

Researchers must be sensitive to the needs and wants of the current generation of people with
disabilities, and this should illuminate their activities. The main responsibility of the research
community, however, is to the next generation of people with disabilities. Particularly in this
field, there is a tendency to avoid leading edge issues, because these ate thohght to be of little
practical value, or to involve new, expensive and/or untried technology. We do a great dissetvice
to disabled citizens of the future by not giving such work a high priority. People with disabilities
have as much right to eventually reap the benefits of Blue Sky research as able bodied people, and
a number of the more successful ideas which have come from my research group, and other
groups in the world were very much less than popular with the majority of clinicians and usets in
the early stages of their development than they subsequently became. Some were positively
pilloried in these formative stages [4 & 8].

A User Cenired Design methodology is absolutely vital in the field of Assistive Technollogy. The
involvement of clinicians and potential and actual users is very important, but this needs to be
done with care. At Dundee University, we take into account the needs and wants of usets, but this
is often greatly modified by our own visions of what can be achieved by Assistive Technology [7]
We have a number of panels of users with disabilities who have contributed greatly to our
research. Some will have eventually been provided the commercial ouicomes of the research to
whieh they eontributed, but this can be a fumber of years afier the particular piece of research ia
whigh they were ifivelved. We also have twe nen-speaking researchets [2], who, for various
reasons, have a velunteer status. We try to ensure, however, that our research is generie, but
informed by individual usefs, rather than focused on the partieular needs and wants of particular
individuals. This is a medel 1 ean sirongly recommend to research groups.



]

Elderly People

The field also needs to decide priorities for research areas. An analysis of the papers presented to
one of the sections of the recent TIDE conference, Newell [10] noted that the spread of papers did
not reflect the statistics of prevalence of disabilities: the most striking case being the lack of
attention to hearing impaired people, and the amount of work focused on the needs of visually
impaired and blind people. To some extent this may be because acoustically amplifying hearing
aids tend not to be considered as “Assistive Technology”. Also there is a sense in which blind
people in “cyberspace” are analogous to wheelchair users within the built environment: a very
important group, which are obviously and exiremely disadvantaged within the environment, but
with a potential danger that they can be mistakenly thought of as the only ones who need to be
considered by researchers and developers. A little more disturbing is that, although there are a
number of projects investigating “smart houses”, there is not a great deal of research investigating
the special characteristics of elderly disabled people and research and development of
technological support which is appropriate for them. This is a very difficult field which is often
perceived as being very unglamorous. Nevertheless it is very important application area
demographically, and, if we do not ensure that technology plays an important part in supporting
the quality of life of elderly people in the future, society will be significantly the poorer. We need
to increase the priority placed on research into how elderly disabled people (as opposed to eldetly
and/or disabled people) can propetly be supported by communication and information
technology.

Conclusions

The advances in current technology can be used either to support people with special needs, or to
put them at an ever greater disadvantage. The papers in this conference show what can be
achieved, and the need for this type of research is being recognised by people, governments, and
industry. We have the opportunity to provide the technology which can underpin the political
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will to provide a better quality of life for people with special needs, and we should grasp it with
both hands.
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EVALUATION OF INTERACTIVE
TACTILE DISPLAY SYSTEM

Yoshihiro KAWAI and Fumiaki TOMITA
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Abstract

We have been developing a support system for the visually disabled that actively recognizes three-
dimensional objects or environments. This is a total system that has input, processing, and output
functions. The visual information is converted into tactile and auditory information, which can be
~understood easily by the visually disabled. Experiments on the hardware of an interactive tactile
display which we have developed, and the interface of this system were conductedfor some blind
persons. In this paper, we report on the experiment results and evaluation thereof.

IL I Introduction

Much research has been done worldwide on support systems for the visually disabled. As virtual
reality technologies have progressed in recent years, tactile devices for 2D and 3D worlds have
[advanced remarkably. One of them is a tactile display [1-8]. Our group has been developing 3D
computer vision, and has applied these technologies to some fields. We have been developing a
support system for the visually disabled.

There are two senses, the tactile sense and the auditory sense, for the visually disabled instead of
sight. The former is superior for understanding relative position in 2D and 3D space and the shape
of objects, the latter is suitable for understanding concepts. It is reported that the level of
understanding is improved by the combination of the two senses [9]. We have therefore been
developing a computer aided system with a multi-modal interface, using tactile and auditory senses
(see Figure 1). It is not only an information conversion system but also is one which the user can
:ommunicate with.

\s an output device, we developed a 3D tactile display that has a digitizer function. Since the
actile display offers familiarity with image data, we selected it. We added the digitizer function so
hat users can not only be given tactile and auditory information but can also select the required
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information from the system to make it easier to understand the 3D world. At the present stage, the
system functions of vision input, image processing, translation, tactile display, and voice output
shown in Figure 1 have been developed.

Some evaluation experiments on the hardware and interface of this system were conducted, and the

results are reported here.

Fig. 1 Conceptual diagram of the support system.

Table 1 Specifications of the tactile display.

Pin arrangement 16 X \6 pins

Pin area 175 X 175 mm

Diameter of pins 5mm

Spacing between pins 10 mm

Height of pins 0-6 mm

Shape of pins

Drive stepping motor

Sensor tact switch

Size 550(W) X 530(L) x 195(H) mm
Weight 2 kg



2. Outline of System

An ewerview of the system is shown in Figure 2 (a) and the structure of the system in Figure 2 (b)
110,

Steré® Camera System
The stereo camera system has two cameras, which are controlled by a personal computer. Each
camera is panned and tilted by pulse motors with an angular speed of 50 degrees/sec.

Tactile Display

The tactile display (see Figure 3) represents visual patterns by tactile pins arranged in a two-
dimensional lattice. The pin height can be set to several levels to increase the touch information and
to represent a 3D surface shape. The major difference is the function of the digitizer. Also, the
display has three pushbutton keys for selecting the display mode and hearing voice messages. Table
1shows the specifications of the tactile display.

Voice Synthesizer
The voice synthesizer, which is another output device, is used to add more information to the tactile

display system, and for reporting the results of recognition and the concepts.

Infiemactive Interface

Stee the resolution of the tactile display is not enough to represent a lot of information at one time,
we have developed a multi-level display mode (see Figure 4) consisting of the Position mode.
Boundary Shape mode and Surface Shape mode. In the Position mode, the user can recognize the
relative position of each object by indicating the object position with a single pin. By pushing the
voice guide button, the user can hear an auditory explanation about the number of objects. The
user can also hear an auditory explanation about the name of the object by pressing the
corresponding pin. By pushing the information selection key to change the mode to the Boundary
Shape mode or Surface Shape mode, the user can learn the shape of the object. In these modes,
detailed information about the object such as its size and color is explained by voice. In the
Boundary Shape mode, the user can feel the wire-frame shape, and in the Surface Shape mode, scan
die convex or concave shape. The user can select one of the three modes easily by pushing the
information selection keys, and can recognize each object and the environment by repeating these
processes.



(a) Overview

Voice Tactile Selection
Synthesizer Display Keys
(b) Structure

Fig. 2 Interactive 3D tactiie dispiay system.

Fig. 3 Tactiie dispiay.
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Boundary Shape mode  Surface Shape mode

Fig. 4 Concept of interactive interface.

3 tEvaluation Experiments

Evaluation experiments of the specifications of the 3D tactile display (Experiment I) and the
interactive interface (Experiment 2, 3) were performed. The testers were two visually handicapped
persons who usually use a tactile map, and three persons who do not. The former two persons were
acompletely blind man (acquired blindness) and a weak-sighted man whose visual index is about
20cm. The latter three persons were weak-sighted persons who have sufficient eyesight for living.

All subjects were male university students in their early twenties. The purpose and the outline of
the system were explained orally first, and after about ten minutes of practice, the experiments were
started.

Experiment 1

First, we experimented on the specifications of the hardware of the 3D tactile display. After some
practice, the display size, as well as the size, interval, and shape of the pin, etc. in Table 1 were
evaluated without voice information. There was no particular problem concerning this. The
subjects considered it was a suitable size and shape to scan by finger. They wanted a better display
of objects having a detailed shape, namely resolution of length, breadth and height. However, if the
object had a simple shape, it was possible to understand enough even at this resolution. It was also



felt that the response speed of the pin should be quicker. Generally, many of the comments were
limited to the specifications in Table L

Experiment 2

Next, various experiments were done concerning the interface in Figure 4. First of all, we tested the
subjects” understanding of the shape of a cup and a ball in the shape display modes. For the cup,
some patterns were displayed, which were the three shapes viewed from the side, upwards and
obligue-upwards in the Boundary Shape mode in Figure 5 (a), (b), (c), and one from the side in the
Surface Shape made in (d). The users selected the best display, and found that (a) was the best, or
(c) was better when combined with (d). The subject who considered that (a) was good wanted a
simple expression since it was hard to understand when tactile information became complicaied.
The subjects who chose (c) said that (a) looked like other objects, however (c) seemed closest to
their knowledge off a cup. (d) was not the best, because the display collapsed severely in the
direction of height in (d) or the edge parts were hard to distinguish from the smooth changes. We
cannot thus decide which display mode is the best.

On the other hand, the Surface Shape mode was appropriate for the ball shape. The subjects coulid
not recognize a ball even if voice information was provided, and thought that it was just a circle.

Boundary Shape mode Suitfinse Bhogre
Fig. 5 Two explanations of shape.
(Brightness shows the height of the pin.)

Desk 6 Desk 6

o0
ash ean
o0 o Trash ean

6 ©0(06 6

Chair Table Chair Table

(a) (b)
Fig. 6 Two explanatiens in the Position meode.
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Experiment 3

We experimented on various aspects of the display method concerning the Position mode in Figure
4. As a result, the display from the upper side was chosen, because it was considered most
comprehensible similar to a general map. Moreover, we examined whether to project the size of the
objeets- Two kinds of display method, “one pin = one object” and “some pins mean one object”,
were compared as shown in Figure 6, namely, whether the size of the object should be represented
with one or more pins. The result was that the subjects confused the number of objects in the
display of the latter, thus the simple method “one pin means one object” was easier to understand.

4. "Discussion

The following conclusions were drawn from some simple experiments with the visually disabled

persons.

The following points were found concerning the multi display mode.

* | The scene can be understood from the three display modes. Position mode. Boundary Shape
mode, and Surface Shape mode.

¢ In the shape mode, the users should be able to select the Boundary Position mode and Surface
Shape mode from their knowledge and preference.

* “One object = one pin” is good in the Position mode regardless of the size of the object.

Though the restriction of the hardware of the tactile display has a major influence, as simple a

lepresentation as possible is preferable because complex visual information is not understood easily

by only the tactile sense. Moreover, issues such as faster response speed, the need for an Urulo

button, etc. were raised.

Concerning the method of displaying the voice information, subjects felt that not only the object
name but also more detailed information is necessary in the Position mode. However, the output
amount was also felt to be useful. It is necessary to note that the amount of voice information
should not be too much to remember. Moreover, two subjects, who always use braille, said that it
was good to always obtain information by the tactile sense through the braille display because the
noice was transitory. It is thus necessary to enlarge the braille display part under the tactile display,
but the design must not cause confusion in the tactile sense.

$. Conclusions

We performed evaluation experiments of the interactive tactile display system, and examined the
ipecifications of the display and the method of expressing visual information by the multi-modal
method using the tactile and auditory senses. By integrating these senses, it is possible to use voice
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to make up for the lack of tactile information that cannot be displayed due to restrictions on the
hardware. Experiments showed that understanding was improved by the combination. In order to
increase the amount of information provided by the combination, it is necessary to conduct a
quantitative examination of the ratio of tactile and voice information, and to qualitatively examine
the contents of the display and the form, etc. In the future, we will work on improving the response
speed of the system, enlarging the braille display part, and developing a display method that can be
adjusted to the usei”s preference, etc.
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Abstract

Texture plays an important role in the display of images and in the forming of subjective impressions
for blind people. An electromagnetic textured tactile element has been designed which can emulate
static and dynamic states of a surface structure. The surface of a spring has been used as the initial

model for a surface unit (texton) where the perceived surface relies on the thickness of the wire used,
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the diameter of the spring’s coils and the distance between each coil. The controllable parameters are:
the density of elements forming a display surface, the frequency of vibration and temperature. These
determine the number of possible display states which can vary from 9 (if f = 5Hz, t° = +20°C) up to 57
(if f =5, 10, 20Hz, t° = +20°C, +30°C, +40°C). A current prototype has an active display area of 1L5mm
X 5mm. The elements of a sutface (spring coils) are mechanically coimected and do not require any
additional interpolation for the display of continuous dynamic objects. Such a TTE design can easily be
integrated into a Tine” and therefore into more complex matrices allowing the display of pseudographic

and dynamic objects.

Keywords

texture, texton, electromagnetic textured tactile element, pseudographic objects

1 INTRODUCTION

In designing a graphic information display for blind users, it is likely that we (the developers)
with normal sight will find it difficult to conceptualise the overall design from the perspective of a
blind person. Simply closing our eyes is not a sufficient way of understanding the true depth of this
design problem as we heavily rely on our visual based preconceptions of the kind of form an interface
should take. Neither is it adequate to expect a blind user to learn to use an interface which is initially
more comfortable to us.

If the dialogue between user and computer is based entirely on textual information, then there is
no necessity for a graphic tablet. The textual information may be effectively presented on a Braille
display or with the help of a speech synthesiser. However, if the user interface also includes graphical
objects then navigational problems begin to arise. Therefore, if menu structures, icons and other
graphical widgets are to be accessible to a blind user, then a large tablet will be necessary to present

these objects and their cormections.




As graphic objects can be of a mnemonic, associative or abstract geometrical type, the linear
conversion of visual graphical spatial objects to tactile images cannot always be executed through an
adeguate mode [Kurze, M. & Holmes, E (1996)]. Furthermore, quasi-graphic and complex graphic
immages heighten the need for a display capable of presenting a variety of types of surface structure. It is
important to appreciate that the two best characteristics for the recognition of such surfaces are a high
density of stmctural elements and low frequency vibration [Chavas, M. (1996)].

Presently, the structiue of a typical display for presenting graphical information is made up of
diserete indication elements which are based on a segmented or matrix structure. The diversity of these
displays is governed by the structure of the elements, the model used to display the information, the
physical attributes of the tactile screen, including its elements, and the required ergonomic
charactieristics. It is important to note that in contrast to dot indication elements, matrix elements are
capable of displaying more than two states.

Usually, the embodiments of tactile displays are designed primarily to reproduce Braille
symbols which are of a textual nature. The dimensions of a whole display are determined, as a rule,
from the possible number and sizes of standard Braille symbols, displaying from 40 up to 80 characters
per line and up to 25 lines per screen. If an active area is 20in x 15in then the tablet can display the
usual format of high resolution screens with a width to height ratio of 4/3 allowing the presentation of
one printed page [Fricke, J. (1991)].

The tactile pins of a tablet are set so that they correspond to the points of a rectangular raster.
Distances between neighbouring pins vary between 1/10in and 1/30in, depending on both the functional
assignment of the tablet and any redundancy allowed by a chosen production technology. The value of
I/10in corresponds to the usual distance between Braille pixels. On the other hand, the resolution of a
tablet should be less than 1/1Qin to allow sensory interpolation of the continuity of a line if all pins of
this line are in an identical state.

The largest distance satisfying this condition for pin displays is 1/20in. This value is not ideal as
the different movements of pins in horizontal and vertical directions can be felt as uninterrupted lines.
However, with a line inclined at 45 degrees, vibration will seem to fragment the line. The line will
therefore be perceived as consisting of separate points. This can lead to other problems with line
recognition; the user needs to distinguish between a functionally important tactile stimulus and an

observed effect due to a low resolution display. Therefore, 1/30in is considered a more preferable
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distance between pixels for the effective realisation of spatial interpolation forming uninterrupted
graphical objects.

A conventional tactile screen based on discrete display elements attempts to form an
uninterrupted pattern, in an analogue way, by applying a controlling homogeneous structure or
polymeric material to the surface of the display. Unfortimately, these are not widely available for use,
An alternative approach to tactile displays relies on displacement converters. Each element contains
electromagnetic, piezoelectric, hydraulic or pneumatic actuators and a pin as a tactile object [Kay, L
(1984)]. The number of states for a dot element is usually limited to two, and only rarely encompasses
three [Schulz, B. & Rainer, H. W. (1996)]. One exception is a 3D tactile display based on extremely
small linear actuators [Shinohara, M., Shimizu, Y. & Nagaoka, H. (1996)].

There is a concept to drive display elements by wires made out of memory metals heated by an
electric current. However, the dynamic characteristics of such elements are inferior to electromagnetic
actuators. We believe that such an approach, which uses an electrical current to stimulate the user’s
skin, is inadequate for the synthesis of textured surfaces.

The number of discrete display elements (pins) integrated into a tactile tablet varies over a wide
range. Devices such as the ‘Optacon’ employ the fact that, at any one moment, blind individuals can
only feel a small region of a tactile display regardless of its overall size. Therefore, with these devices,
the user manipulates an “electronic eye” over the graphical information with one hand whilst a smal
but variable part of the whole picture is presented to one finger of the other hand. This method reduces
the required number of tactile pins to 100 - 150. In contrast to this approach, two German companies
have developed a tablet integrating more than 7000 pins with an interval of about 1.2mm. This tablet,
used by researchers at the University of Stuttgart, enables simultaneous scanning with both hands. An
additional requirement is an input reading device with which the user can scan in a new image
[Schweikhardt, W. (1996)]. However, the resolution of this display is too low and the cost is
prohibitively expensive.

When graphical information is presented on large tactile tablets, a high cognitive load is placed
upon the user due to the large area that has to be explored. As a result, the effectiveness of the user’s
navigation is reduced and the time taken in forming whole percepts of presented objects increases. The
consecutive presentation of dynamically varied objects requires a significant concentration of attention

and leads to a loss of presented information. More promising designs, from our viewpoint, are tactile
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displays that are integrated within multimodal pointing devices [Akamastu, M., MacKenzie, I. S. &
Hasbroug, T. (1995), Yutaka Shimizu, Masami Shinohara and Hideji Nagaoka (1996)], as in these
cases the scan surface is simultaneously the display surface, i.e. feedback will be realised by the best of
all modes.

To generate a sufficient number of states or levels for presenting complex graphics, dot tactile
displays must contain a large number of discrete elements. The purpose of our research was to design

analternative discrete element, the dynamic texton, which would have the following characteristics:

- acontrollable surface structure for each indication element.

- variable thermal stimuli and/or frequency of vibration for each element allowing the
presentation of a textured surface.

- the number of effective recognisable states would not be less than three.

- the potential to present dynamic and/or quasi-static graphical information by the use of a
minimal number of discrete elements.

- to provide a simple method of integration of indication elements into the lines/matrices of a
tactile display which can then be used alongside input devices (keyboard, mouse and joystick) for blind

computer users.

2 DESIGN

It is possible that the perception of a surface structure occurs in the tactile analyser using the same
algorithms through which the visual system decides the analogous task i.e. by processing a temporal
structure of the afferent flow and the parameters modulating a density or other characteristic of this
afferent flow. In other words, a dynamic analysis of the stimulation of receptors when they interact with
the researched object (i.e. a surface) results in the formation of a perceived image of that object, or of

s fragments, and to a comparison of this with an appropriate analogue known from a previous

experience.
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Research into tactile processing showed that the dynamic range for this analyser is narrow in
comparison to its visual and auditory counterparts [Sorkin, R.D. (1987)]. This, coupled with the
complex interactions between vibro-tactile stimuli, which are in spatial-temporary affinity, has resulted
in a fairly conservative approach to tactile display design. However, recent electrophysiological
explorations [Anonets, V.A., Zeveke, A.V., Malysheva, G.l. (1992)] have shown that the number of
possible ‘descriptions’ (i.e. states) of an afferent flow at the time of stimulation of tactile receptors can
have many more levels than was previously observed (i.e. more than 125).

Tactile receptors, which are functionally specialised by virtue of their anatomy and receptors for
touch, pressure and temperature, are distributed around the human body. This, by nature, is an
information attribute for the spatial-temporary analysis of the environment. This specialisation divides
the sensory fields and extends the dynamic range of perception parameters but does not result in
isolation. Quite the reverse, a receptor’s specialisation leads to the interaction and integration of sensory
flows. Therefore, it seems more probable that the physiological characteristics of the tactile analyser are
not low, but the use of inadequate stimuli, including electrical ones, leads to inefficient action on a
receptors surface and to a lack of exploration of sensory opportunities.

Motivated by the main problem of the structure discrimination of a surface, we propose to
design a tactile display oriented on the separate stimulation of the functionally specific tactile receptors
of touch, pressure and, if possible, temperature.

The initial model of the display surface is based on an array of textons. The essential tactile
element of a texton is a horizontal spring the surface of which contributes to the overall display surface.
The perceived surface of a texton relies on the thickness of the wire used, the diameter of the spring’s
coils and the distance between each coil. In general the form of a spring is cylindrical but it could
equally be rectangular, trapezial etc.. However, the cylindrical form of a spring is technologically
superior and satisfies the requirements for the formation of the required surface. The density of surface
elements can be controlled rather simply: by stretching or compressing the spring coils and by the speed
or frequency of these changes. Both of these are informative attributes in the evaluation of sensations

from a presented structure.
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Figure 1 The electromagnetic textured tactile element

L-aspring; 2, 3 - corpus elements; 4 - electrodes;
5-shafts; 6- levers; 7, 8- electromagnets; 9- layings

The design of such a texture element is limited through technological constraints of
achievability, ease of integration and repeatability of the product. These limitations immediately
presented restrictions. Electromagnets are used to achieve discrete shifts in a coil’s density. Two
electromagnets, located as shown in Figure 1, provide four static states of a spring but only three of
them are functionally significant when perceiving surface structure (Figure 2 a, b/c, d). These states can
be produced via the compression of the spring using one, both or neither of the electromagnets.

A necessary condition for the successful recognition of a given surface is the dynamic
displacement of either the receptors or the actual explored surface during the active interaction. In other
words the active motion of the receptive surface of the user (fingers) or an appropriate motion of the
presented texture must occur. Thus, we can generate some dynamically presented structures whieh are
easily recognised. Using electromagnetic switching to manipulate the spring at a fi-equency of about

bHz the follovring dynamic structures can be achieved:

Figure 2 - simultaneous bilateral periodic compression.

Figure 2 f - alternating compression in opposite phase.



Figure 2 i, h - unilateral periodic compression from one end with the opposite edge remaining
free.

Figure 2 e, g - unilateral periodic compression from one end with the opposite edge remaining

compressed.

Dynamic states Static states Dynamic states

Figure 2 The surface’s states of texton

Note that in contrast to the equivalent sensations of the static states b and c (Figure 2) the states
i, hand e, g are highly distinguishable. There are three frequency gradations of a texture modulation: 5
10 and 20Hz which can be effectively recognised at this embodiment. However, more investigation is
required into the perception of frequency patterns which depend on the geometrical parameters
(thickness of wire, coils diameter and distance between coils) of a texture tactile element (TTE). The
design for an electromagnetic texton described above can be integrated into an electrical circuit (Figure
1 B) and would allow the addition of the following functions:

1) a heating control for each TTE.

2) feedback on the contact between the user’s sensory surface and the TTE.

The use of high resistance spring materials does not present any technical difficulties. However, the
dynamic characteristics required for thermal stimulation are limited. There are at least three recognii
thermal levels: +20°C, +30°C and +40“C (£2°C). The realistic use of this parameter would depend m
the specific application to which the TTE is to be applied. An improvement in the dynamic!

characteristics of a TTE can be achieved by additional ventilation of the heated element.
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Figure 4

The second function, although not compulsory, could prove useful in the design of the next
generation of tactile displays where feedback on user interactions and current placements of receptive
fields within a display will be required.

The TTE design presented here can easily be integrated into a ‘line” (Figure 3) and therefore
into more complex matrices allowing the display of pseudographic and dynamic objects (Figure 4).
The active area for a TTE prototype is 15mm x 5mm which permits the easy integration of a single, line
ormatrix of elements into conventional input devices (mouse, joystick and keyboard). The elements of
the surface (spring coils) are mechanically connected and do not require any additional interpolation for

the display of continuous dynamic objects.



3 CONCLUDING REMARKS

The electromagnetic textured tactile element has been designed which emulates the static and dynamic
states of a surface structure. The controlled parameters are: the density of elements forming a display
surface, the frequency of vibration and temperature. The active display area of a prototype is 15mm x
5mm. The number of display states depends on the control parameters and can vary from 9 (if f = 5Hz,
t° = +20°C) up to 57 (if f = 5, 10, 20Hz; t° = +20°C, +30°C, +40°C). The elements of a surface (spnng
coils) are mechanically connected and do not require any additional interpolation for the display of
continuous dynamic objects.

The unidirectional polarisation of a texton only permits the display of ordered and periodic structures.
The formation of random textures using a similar method (via the controlled compression of a surface)
is possible by using new elastic materials and 2D bimorph actuators.

Electromagnetic textons are a promising technology and opportimities exist for further investigation

into the development of new projects that incorporate these alternative textured displays.
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THE VOICE PROJECT (PART 1)
GIVING A VOICE TO THE DEAF
BY DEVELOPING AWARENESS
OF VOICE TO TEXT RECOGNITION CAPABILITIES
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Abstraet: the difficulties of the deaf go beyond the loss of hearing itself and underline a more
general problem oflack o fcommunication. The paperpresents an overview ofthe VOICE Project, a
European Commissions Telematics Programme Accompanying Measure. The Project is chaired by
the Institutefor Systems, Informatics and Safety o fthe Joint Research Centre, in collaboration with
Kepler University of Linz, Software Solutions and FBL software houses near Milan, ALFA and
CECOEV Associations of the deafof Milan, the Institutfor the deafofLinz. The project proposes
the promotion of automatic recognition of speech in conversation, conferences, television
broadcasts and telephone calls, with their translation into PC screen messages. It also proposes to

i tiimulate and increase the use of new, widely diffused technologies, namely the Internet, with the

\ objective of uniting, by means ofan Internet VOICE Forum, Associations, companies, universities,

i schools, public administrations and anyone else, who may be interested in voice recognition and
could benefitfrom such research.

Keywords: Voice, Speech, Recognition, Communication, Deaf, Deafness, Hearing, Subtitling

1 The Joint Research Centre of the European Commission

The Joint Research Centre is the European Commission's own research centre. It was created to
share, on European level, the large investments needed to carry out research on nuclear energy.
Over time its tasks have developed into other areas in which a common approach on European level
is necessary. IRC provides neutral and independent advice in support of the formulation and
implementation of the European Union’s policies. In addition, it offers unique training services to
individuals and companies and organises workshops for scientific and technical workers in
advanced sectors of science.
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The activity areas of the Institute for Systems, Informatics and Safety (ISIS) and of its Unit for
Software Technologies and Automation (STA) include the innovative application of information
and communication technology, dependable software, animation in medical imaging, network
multimedia techniques in training and education.

1.1. JRC-ISIS’s Exploratory Research Programme

JRC-ISIS's role in 1996 in the previous themes was oriented towards the provision of scientific and
technical support to the EU services and initiatives. Moreover, a levy of 6% of the institutional
budget was used to finance exploratory research. In 1996 the scientific staff of ISIS made a total of
65 proposals. The ISIS Scientific Committee judged the proposals on originality, appropriateness,
soundness and cost and produced a shortlist of 16 proposals, 12 of which were then funded. In
particular, two projects are carried out by the STA Unit concerning the interface between Life
Science and information technology to provide help for the disabled and the elderly:

Information technology aidsfor people with special needs - Voice to text conversionfor the deaf
Brain-actuated control - using EEG pattern recognition to help the disabled.

| had the honour of relating to the ICCHP-96 Conference on the starting of these Projects. Since
then, they achieved encouraging results and are providing a better definition of the requirements of
people with special needs and a more collaborative work between technicians and non technicians,
in these interdisciplinary activities.

1.2. The VOICE Project’s first steps

JRC-ISIS has undertaken, as from the beginning of 1996, a number of the tasks described later on in
more details and related to integrating voice to text recognition into local conversation and
telephone conversation for the hearing impaired. The objective was the development of a
demonstrator necessary in generating awareness and stimulating discussion regarding the possible
applications of voice to text recognition. Technical objective of this research was the set up ofa
cluster of laboratory prototype applications related to voice to text recognition, intended for any
user and particularly for the deaf This VOICE Laboratory included the necessary software,
hardware and network capabilities.

Contacts with producers of voice to text recognition systems, research centres, telecommunications
firms and television broadcasters, created a coherent overview of the state of art in voice to text
recognition, voice analysis and text to speech systems. Regular contacts with the Associations of the
hearing impaired gave the opportunity of analysing the special needs, resulting from difficulties in
hearing and in speech. Applications of information technology have been considered, in relation to a
general problem of lack of communication, in many aspects of the life of the deaf (and in a different
way for the blind) and of the elderly.
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With the aim of facilitating the contacts and establishing a common goal, JRC-ISIS gave some
Associations the opportunity of creating a VOICE Forum on the Internet, by allocating space for
themon a Web server and providing technical assistance. Since then, the Associations have shown
great interest in participating to the Project and they feel reassured by JRC-ISIS' mission, as an
impartial European R&D centre, with expertise in iimovative applications of information
technology. The VOICE Forum begins to be a known Internet site and several Associations are
adding information to it or communicate their interest in testing the demonstrator and participating
to the foreseen meetings and workshops.

Additional software is being created and integrated into the system to turn commercial speech
recognition packages into user-fnendly programs modelled on the requirements of the users. The
technical part of the Project is developed in collaboration with FBL software house, which is

j tocperienced in applications of voice to text recognition systems to the disabled. The final
operational capabilities of the demonstrator is to achieve a necessary standard of functionality (in
order to prove the validity of such applications to companies and manufacturers) in subtitling school
lessons, conferences, television transmissions, telephone calls.

2. Applications of voice to text recognition for the deaf

Although voice to text recognition packages are marketed primarily as a means of allowing people
in businesses to create documents without using the keyboard, it is an application that holds great
advantages for the hearing impaired, blind and physically handicapped, as well as people without

special needs.

2.1. State of the art

Agreat deal of money and man-hours have been invested in developing voice to text products in the
i last ten years, but the progress only in the last three years has been very noticeable. This is in part
due to the wider diffusion of PC's with greater processing power. Voice recognition systems are
reaching a very good level of development and begin to be widely available for PCs. They are used
by lawyers for preparing drafts that will be read and checked for errors and by radiologists, who do
not have their hands free and make use of a very specific dictionary. The software that imtil now
could only recognise words separated by short pauses (disjointed speaking), is being replaced by
new releases, which present very significant improvements and recognise continuous dictated text
(continuous speaking).

Our interests are concentrated on systems that run on PC's since they are more affordable and
g>propriate to the final user. In this sector, IBM and Dragon Systems offer systems working in



several European languages. Finding solutions and ways of adapting such software for the use of a
disabled person is in fact encouraged by this increase in market, affordability and user-fnendliness.

A widely used application is the subtitling of television transmissions, very powerful help for deaf
people, particularly for the language learning and training for deaf children. The importance of the
educational aspect lies in the fact that subtitles are for a deaf child one of the most powerful learning
tools of any language, just as a hearing child would learn from things it heard. Similarly it gives
hearing impaired adults the opportunity to enrich their vocabulary. Since subtitling of television
transmissions is the result of a manual preparation of files to be transmitted in Teletext format, most
of the subtitled transmissions are films. Subtitling of live programs and of the news is rarely
performed.

Subtitling of conferences, even those addressed to the deaf, is usually not available. Sign language
interpreters provide a significant help for the deaf who knows sign language, but other participants
or partially hearing impaired, elderly and foreigners are unable to understand sign language.
Moreover this activity is lost after the conference, being of no use for producing proceedings or
abstracts.

In telephone communication. Text-telephones have already proved themselves vital from a deaf
person's point of view. These systems do, however, present one major problem, that is, all people
wishing to contact a deaf person on such a machine must possess one themselves. This makes such
a means of communication awkward and expensive, both for the deaf and for those they wish to
call.

2.2. User needs

The difficulties of the deaf are beyond the loss of hearing itself, and underline a more general
problem of lack of communication. Help in reducing the gap between the deaf and the hearing
world should be enforced. Automatic recognition of speech in conversation, conferences and
telephone calls, with their translation into PC screen messages, could be a powerful help. Please
refer to an other paper {The VOICE Project - Part 3 - The communication needs of the deaf),
presented by Alessandro Mezzanotte, President of CECOEV, to the VOICE Workshop.

Hearing impairment is a particularly important disability to be taken into consideration since it
affects people of all ages and is something that often becomes worse with age. It is also important
since one ofthe main forms of modem communication, the telephone, is as yet of no or of very little
use to this community for oral communication (while it is useful for the transmission of faxes).
Other modem means of communication, although not completely useless, generate fmstration by
providing only part of the information in a form accessible to them. An example of this is the
television which, when not subtitled, supplies very limited information.
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In some European countries, it is usual to think that hearing impaired people would had difficulties
trying to leam to lip-read and speak and should therefore make use of sign language and attend
~special schools. In others there is another approach to the problem. In Italy the law encourages the
%Aintegration of deaf children in the normal schools, with a remedial teacher, without the use of sign
! language. Some Associations, like ALFA in Milan, are getting very good results from helping the
children following this approach, and do so with children joining primary school right through to
those finishing the University and finding job afterwards. Despite the fact that good results are
' achievable, they demand an enormous effort, which could be greatly reduced through the use of new

technologies.

2.3. Market situation and prospects

It is worth remembering that the market of the hearing impaired consists of between 1% and 5% of
the population (according to the degree of the hearing loss), which represents millions of people in
Europe. This field can be enlarged to take into account also those loosing their hearing, having
hearing problems, who can hear but are vocally impaired and even normal hearing people who
cannot hear due to the noise in their environment. Moreover, a lack of commimication similar to
that experienced by the deaf also affects the disadvantaged, the people living in foreign
- environments and the elderly. When united this group consists of more than 30% of the total

population.

The new products seem well suited for the needs of the deaf The modification necessary for some
test are of limited extent and could have been foreseen and developed by the producers of voice to
text recognition systems, if only they could have the time and the willingness of concentrating on
this aspect. But the rapid grow in the voice recognition systems has as a consequence the fact that
the experts in this field are very few and they work on the development of other aspects of more

immediate use.

Nevertheless this could be an opportunity of a great interest for the producers of speech recognition
systems, since the deaf could accept the present limited accuracy of recognition, as a complement to
his lip-reading skill. Even the more limited accuracy of recognition over the telephone line, is an
interesting starting point for the deaf The Associations of the deaf are considered both as the most
interested and critical user group for all the possible applications in this area, and thus the most
motivated for testing a system which will be improved for all users, also in related fields, such as
video-telephones or on-line television subtitling in several languages.

The proposed alterations or additions to existing software could be easily added to future releases
by the software producers interested in enlarging their targeted market. This will improve the
quality of life of persons who at present have difficult access to information and communication.
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The proposed demonstrator will enhance a better use of standard products and the definition of new
services. The market is ready to accept and spread them, as soon as their quality will be improved
and considered good by the users.

3. European Dimension

Hardware, software and services producers of voice to text systems hesitate to invest more, since the
user needs are not translated into technical specifications and are sometimes not even known. On
the other hand, the Associations of the disabled have a limited overview of possible technical new
solutions and rarely have the opportunity to participate in the feasibility studies of new projects.
Those who have to take decisions in associations, institutions, political bodies, information
technology factories, telecommunications services need for a valid reference point. All the
concerned parties look for Positive Actions, which might be of specific use to them and an
important reference for others.

What lacks is essentially a better definition, from a technical point of view, of the needs of the
disabled to enhance collaborative work between technicians and non-technicians. The VOICE \
Forum could play an important role in this field and the European dimension of such a broader co-
operation is of great importance, allowing a scale factor for the study and the development of
technical aids and ensuring a large impact of the results. This will improve the mobility and the
accessibility to information, offering an additional means to participate fully in the information
society and improving the quality of life.

There are technical solutions, at a pre-competitive stage, to help the deafand an effort is required to
promote them at EU level, so as to benefit of a large scale factor. Also the care of multilingual
aspects should be considered at a European level, since most of the concerned Assoeiations are only i
at a national level; JRC-ISIS will provide know-how independent of the language. The expertise of
the Partners, the previous analysis of the user needs, the availability of laboratories (hardware/,
software) as well as of demonstrations, the experience in organising meetings and workshops, will J
help in expanding the present VOICE Forum at EU level and to use it as an Internet server for the'
deaf

3.1. The VOICE Project - a Telematics Applications’ Accompanying Measure

We felt that all the activities started at JRC-ISIS with the collaboration of its Italian Partners, could

get a particularly important push if the tests and the dissemination of the results could be organised]
in several countries. So we enlarged our group, proposing at first to the Institute for Computer!
Science of the Johannes Kepler University of Linz and to the Institut flir Hor- und Sehbildungj
(IHSB) of Linz to join us.
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We created a Consortium of partners with whom we could collaborate on the Project. In order to
bring the activities to an broader Emopean level, we prepared a proposal for an Accompanying
Measure, which we submitted to the Telematics Applications Programme Call in April 1997. The
proposal; VOICE - Giving a VOICE to the deaf, by developing awareness of VOICE to text
recognition capabilities, has been selected and we are at present (April 1998) in the last negotiation
phases for starting the Project.

The Consortium proposes to continue and enlarge the activities in this field, and to develop
awareness of the capabilities of voice to text recognition systems. The Consortium will play a
technical and social role in collecting information and presenting it in a coherent way to the
producers of voice to text recognition systems and researchers. The aim is that of disseminating
information on how the producers may help the users with disabilities by limited improvement of
their standard products and on how the users with special needs may collect useful information and
translate it into technical specifications.

JRC-ISIS is acting as scientific and technical co-ordinator of the Project and is developing several
specific aspects of the research. FBL software house, which is experienced in applications of speech
recognition to the disabled, is developing additional software and integrating it into the
demonstrator to turn commercial speech recognition packages into user-friendly programs modelled
on the requirements of the users. Each step of the activity is discussed and checked with ALFA and
CECOEV Associations of the deaf in Milan. Kepler University examines the Italian results,
verifying their validity in Austria and helping IHSB in the Austrian validation phase.

3.2. Objectives and strategic approach

Main objectives of the VOICE Project are: to investigate into voice to text recognition for automatic
subtitling of conferences, school lessons, television transmissions and telephone conversations; to
spread the use of general purpose voice to text recognition systems and to improve the prototypes
developed until now; to demonstrate the prototypes to relevant organisations and in international
conferences; to use a VOICE Forum on the Internet as a Project tool for collecting and spreading
information on technical aids for the deaf.

The VOICE Project proposes not only the promotion of new technologies in the field of voice to
text recognition, but also to stimulate and increase the use of new, widely diffused technologies,
nmamely the Internet. The objective of the project is that of uniting, by means of an Internet VOICE
Forum, Associations, companies, universities, schools, public administrations and anyone else, who
is interested in voice recognition and could benefit from such research. The Forum will become an
intermediary between the different concerned groups and will help in collecting information on the
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user needs and on the validation of the prototype demonstrator. It will enhance collaborative work |
between technicians and non-technicians and will help in disseminating the results.

At present JRC hosts and maintains the sites of AFA, ALFA, CECOEV and ENS Associations of |
the deaf, with information including; Statutes, contact numbers and addresses, meetings, electronic j
copies of a selection of their newspaper, a research carried out into the hours and accuracy of the

television broadcasters, a list of their archive of subtitled videocassettes. The current site provides a

very strong foundation on which the creating awareness side of the VOICE Project can be built.

This is an important part of the Project itself, since it demonstrates, to all those involved, the]
effectiveness of this means of communication for the deaf community.

All the phases of the Project will be developed with continuous and tight participation of the users.
Several European conferences and workshops will be organised in view of helping them to discuss
their needs with the industry and services providers: ICCHP-98, Vieima and Budapest, August 98; j
HANDImatica-98, Bologna, November 98; Linz, first semester 99; JRC-Ispra, second semester 9. j
The demonstrator will be presented and used for generating prototype live subtitling for the deaf]
participating to the conferences. The meetings will not only concern the technical aspects, but will
also try to bring the manufacturers and producers closer to the users’ needs.

The Partners of the Consortium represent different sectors of experience and of activity (research, |
universities, private IT companies. Associations of the deaf and of their families. Institute for the

deaf) and may ensure the complementary skills in order to cover all the aspects of the VOICE

Project. ALFA, CECOEV, IHSB, whose members are more than one thousand, represent three

different ways of approaching the problems of deafhess, due to different culture and language

aspects. JRC-ISIS, as an impartial European R&D centre, is in an ideal position to facilitate the |
dissemination of information and understanding of user-requirements.

The linguistic aspect of the software packages has been considered choosing software packages
already available in several European languages. Since most of the new IT packages are produced in
English language, JRC-ISIS is testing them in English and the users are doing so in Italian ad
German, as to cover different linguistic approaches. The acquired know-how will be made available i
for applications in the other languages. Some contacts have been already established with the
University of York and the NDCS Association in UK, French ANPEDA and Belgian APEDAF and!
TELECONTAC, which showed interest in following the Project. As complement to the VOICEj
Forum, a VOICE Special Interest User Group is being created and will hold its first meeting during |
the ICCHP-98 Conference in Vienna. It will provide the Project with a larger audience and willj
participate to the peer review of the deliverables for which this is appropriate.



33 TMechnical aspects of the demonstrator

Ore of the objectives is the extension of a cluster of demonstrator applications related to voice to
text recognition, some of which have been developed on the basis of a multimedia laboratory
prototype. The system could be of use for subtitling conferenees, television transmissions and
telephone conversations. It involves integrating standard speech recognition software into flexible
applications that will help in ensuring low costs and easy use. The technical aspects are described in
asecond paper {The VOICE Project - Part 2) presented to ICCHP-98. In view of an other objective
of the Project, which is the VOICE Forum, the laboratory will also provide a means of generating
and managing Web pages on the Internet, as well as e-mail capabilities.

On the basis of the first experiences, a new prototype demonstrator of automatie subtitling of
conferences, based on speech recognition, has been developed. It has been presented in the first
quarter of 1998 to some schools that had declared their interest to participate to the Project. The
esentation of the Project has been followed by a simulation of a school lesson, with topics on
literature, history, world explorations, spatial geography, eleetronics and art, by using the prototype

dononstrator for subtitling the speaker’s voice.

The prototype will be tested in real situations of use for subtitling school lessons for the benefit of

the deaf students. It will visualise the dialogue pronounced during the foreign language lessons, for

the benefit of the hearing students, or the lessons of the host country’s language for the benefit of

any user, particularly the immigrated. Some tests have been also foreseen for subtitling university

lessons and printing summaries. The use of the VOICE Forum and of the Internet will be
; 0jcouraged, since this aspect is particularly important for the deaf in order to communicate with his
<hearing friends for home works and social contacts.

4. Final goal, autonomy and quality of life

The impact that such a Project may have is enormous, changing several aspects of every day life for
an important portion of the population. At present, the difficulties in communication maintain the
deaf community rather isolated from the world of the others. This demands relevant costs for sign
f language interpreters or not automatic subtitling. Moreover these services are not available in
\ meetings which are considered less interesting for the deaf, thus increasing the communication
s difficulties of the hearing impaired and their feeling of being obliged to a few specific fields of

A interest.

1 Awider diffusion of subtitles will greatly increase the interaction of the deafwith each other as well
as with the society in which they live. When more conferences, meetings and discussions slowly
become subtitled, there will be an increasing in participation from the hearing impaired community.
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Once started this improvement of their integration and interaction in the society will have a snow
ball effect and it is therefore: this initial push that is so vital.

By an increase in subtitling capabilities, television will become a more useful source of information.
The use of subtitles in the telephone calls, which involve everyday communication in society, will
greatly increase the interaction of the deaf community. This contribution will increase the effect that
their decisions have on the surrounding environment, which will subsequently improve their 1
standard of living. If it will be possible to close a huge gap in the distancing caused by inappropriate
means of communication, also the national spending for benefits for the deafwill be reduced. More J
integration in society and more autonomy in they every day life are the basis for any further |
improvement. An easier access to schools and universities will allow a more satisfying life and also
a better choice of a work corresponding to personal capabilities and, at large, more economic
productivity for the society.

The demonstrator will be tested not only on a technical point of view, but also as opportunity for

discussing other problems related to the technical ones. The different implications will be discussed '
with the users, the producers of voice to text systems, television broadcasters, telecommunications

firms, etc. in order to see, foresee and understand the problems that will come out in the exploitation '
of the systems. The Consortium will be in some way at the disposal of the Associations of the deaf,’
that may contact the developers, as representatives of the needs of a large group of users, and clarify

some precise technical points. Thanks to the gained experience, the deaf users should be in a

position as to influence, by valid technical results, some aspects of the commercial development of

Voice products and to convince the services producers of the opportunity of using the newly ]
available products.

We feel that the proposed way of managing the pauses in speech (as it is explained in the|
aforementioned second paper) gives a very deep feeling of communication between the speaker and !
the audience. The speaker may so decide at each moment the rate of speaking in function of the |
audience, of their familiarity with the dictionary, of their being fluent in reading, etc. This proposal |
is quite different from many other projects, since we do not propose to develop specific software.
We just feel that the commercial products will reach good results in the near future and we try to
convince the producers to take into account the needs of the deaf At the same time we try also to
help the deafto get ready to use the systems and explain their expectations to the services providers. |

The technical goa